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a b s t r a c t

With the rapid development of optical character recognition (OCR), font categorization becomes more
and more important. This is because font information has very wide usage and researchers came to know
this point recently. In this paper, we propose a new scheme for Chinese character font categorization
(CCFC), which applies LBP descriptor based Chinese character interesting points for representing font
information. Specifically, it classifies Chinese character font through the cooperation between a new
Sparse Discriminative Information Preservation (SDIP) for feature selection and NN classifier. SDIP focus
three aspects as follows: (1) it preserves the local geometric structure of the intra-class samples and
maximizes the margin between the inter-class samples on the local patch simultaneously; (2) it models
the reconstruction error to preserve the prior information of the data distribution; and (3) it introduces
the L1-norm penalty to achieve the sparsity of the projection matrix. We conduct experiments on
our new collect text block images which include 25 popular Chinese fonts. The average recognition
demonstrates the robustness and effectiveness of SDIP for CCFC.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

Optical character recognition (OCR) receives intensive atten-
tions for its commercial interest [5,7,13,19,42]. Although, a large
number of OCR systems have been developed in the last decades,
few of them discussed the aspect of font recognition. With the
significant improvement of OCR's accuracy, this situation is start-
ing to change. In general, font categorization can be used the
following practical occasions. First, OCR system's performance will
benefit from font information. The divergence of different fonts
will make the character recognition difficult. If the font is known,
we can build a mono-font character recognition scheme to achieve
the better accuracy. Second, font categorization contributes to
improve the document understanding at the semantic level,
because the title, abstract and main body are usually edited in
some specific fonts. Third, it is necessary for high-performance
document recovery. It is not only need to get the document
content, but also need to know the typeface.

Many schemes have been proposed to apply to the western font
categorization. Moussa et al. [25,26] proposed a new global font
feature based fractal geometry to for Arabic font categorization.

Cooperman [8] used some local detectors to get the font proper-
ties, such as serif, boldness, etc. Shi and Pavlidis [33] view word
length and stroke slopes as font feature. Zramdini and Ingold's [59]
method was based on typographical features. In Chinese font field,
Zhu et al. [56] used a group of Gabor filters to extract the image's
texture feature. The method requests the input image is a text
block which is combined by a few characters. Ding's method [9]
can work on a single Chinese character. Ding extracted the wavelet
feature as font feature. Most methods of Chinese font categoriza-
tion view font categorization as the whole image texture class-
ification.

Although existing algorithms have been applied to font cate-
gorization, there is still room to improve the classification preci-
sion for Chinese character font categorization (CCFC) directly,
because Chinese font has its own characters.

By analyzing a lot of samples, we can find out two follow facts.
First there are frequently four class points, i.e., starting points,
ending points, turning points and overlapping points, in Chinese
characters. Fig. 1 illustrates the four classes of interesting points.
But it is not strictly to distinguish the four class points, because a
point may belong to some categories. For example, the over-
lapping point labeled is an ending point simultaneous in Fig. 1.
Second the mainly divergence of different fonts are survival in
the texture of these interesting points region. We can observe
this phenomenon in Fig. 2. It illustrates the four most common
Chinese fonts included Kai, Xihei, Song, and Fangsong. Hence,
font information has no relationship with character order. In other
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word, it is content-independent. On the facts above, we can pay
our attention on the texture of the region around interest-
ing points, instead of the whole text block image. In the
application of CCFC, we can robustly find these interest-
ing points by utilizing Harris corner detector [29]. In Fig. 3,
we illustrate some results of Harris corner detection on four
common Chinese fonts.

After obtaining the robust interesting points, we need a feature
extraction scheme for local feature [32,35,38,39], because local

features can effectively obtain representations over interest
regions. Scale invariant feature transform (SIFT) [23] proposed by
Lowe shows good invariance ability to image deformations. How-
ever it ignores to model the spatial information. Speeded up
robust features (SURF) [3] greatly improved the computational
burden of interest points. It is well known that local binary
patterns (LBP) [28] are proposed for texture classification origin-
ally. Based on a non-parametric method, it can effectively estimate
the local geometric structure of a picture. In the previous litera-
tures, LBP has been vastly used in facial image description
[1,15,16,18]. In this paper, we introduce LBP to estimate the local
geometric structure of the region around interesting points. The
goal of CCFC is to achieve better accuracy, thus it is desirable to
encode the different LBP features as the multi-view features. Wang
et al. [44,45] proposed a new framework considering Grassman-
nian Regularized Structured to fuse the multi-view features. Ando
et al. [2] proposed a semi-supervised scheme which utilized the
two-view feature generation model to address the small sample
size problem. However, to concatenate different features as a
vector [50,51,53] is a more general solution.

Besides robust features for text block images, an efficient
method of feature representation is necessary to obtain the most
effective features for pattern recognition. Spatial pyramid match-
ing (SPM) [22] and locality-constrained linear coding (LLC) [43,52]
were used to represent the samples by using the local SIFT features
and obtained the significant successfully in the image classification
systems. Song et al. [34] proposed online coupled dictionary
learning to solve the problem of facial of sketch-to photo synth-
esis. In addition, research and development of dimension reduc-
tion technology have made tremendous advances to greatly
improving the quality of feature representation in the last few
decades. Patch alignment framework (PAF) [54] and its semi-
supervised version [49] are proposed to unify popular dimension
reduction algorithms. However, we can further improve the
efficiency and stability from three below aspects. First, CCFC is a
typical small sample size (SSS) problem [10,37]. The most time
consuming work is to label the different Chinese font, because
some fonts are very similar. Considering the geometric structure of
local patch, manifold learning [4,14,20,24,30,31,36,40,41,46,47,55]
based dimension reduction tools are efficient and effective. Sec-
ond, sparse learning schemes have been demonstrated the parsi-
mony property and psychological interpretations in recent years.
Third, in order to utilize the prior information of the data
distribution, reconstruction error is directly considered in our
design scheme. In this paper, we introduce the sparse learning
to improve manifold learning for Chinese character font recogni-
tion and present a new dimension reduction algorithm termed
Sparse Discriminative Information Preservation (SDIP).

Based on the above descriptions, stages in the CCFC are
constructed: (1) using Harris corner detector to find the interest-
ing point on the text block images; (2) applying local binary
patterns to represent the local geometric structure of the region
around interesting points; (3) training Sparse Discriminative
Information Preservation projection matrix by using labeled sam-
ples; and (4) classifying the SDIP projected samples. The main
contribution of this paper include: (1) the newly developed SDIP
improves the performance for Chinese character font categoriza-
tion. In addition, SDIP is an algorithm of sparse learning essentially
and needs the low computational cost in the test stage. (2) We
introduce the LBP descriptor to Chinese character font categoriza-
tion. This strategy makes our scheme much more rapid than that
in [9], which extracted wavelet features from the character images.
(3) We conduct experiments to demonstrate our scheme robust
and effectiveness on 25 Chinese font categories. The other parts
will not be discussed in detail, because they are easy to implement
by referring to the literatures cited therein. Fig. 4 shows the

Fig. 1. Four classes of interesting points.

Fig. 2. Divergence of interesting points on four Chinese character fonts.

Fig. 3. The results of Harris corner detection.
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framework of Sparse Discriminative Information Preservation for
Chinese character font categorization.

We organize the rest of the paper as follows: in Section 2,
we detail the newly proposed Sparse Discriminative Informa-
tion Preservation; Section 3 shows the experimental results and
comparisons between proposed SDIP and other classical schemes
and Section 4 concludes the paper.

2. Sparse Discriminative Information Preservation

Existing manifold learning schemes have improved dimension
reduction a lot, they were considered on the specific knowledge
and experience for their own aims. They exhibit advantages in
handling cases for the problems of nonlinearity and small sample
size which has been brought about high dimension data.

In this section, we propose a new sparse learning dimension
reduction scheme, named Sparse Discriminative Information Pre-
servation (SDIP), for Chinese character font categorization. It uses
the sparse learning for intrinsic manifold estimation to improve
the subsequent classification. This is because a useful character-
istic of sparse learning that makes the learned model is more
interpretive and helps reduce the computation cost. For conve-
nience, Table 1 lists important notations used in this paper.

In Chinese character font categorization, the visual information
of N samples by using a fixed length of features, i.e., X ¼
½x1; x2;⋯; xN�ARD�N with a D-dimensional robust visual feature

vector xiARD. Each sample has the corresponding class label
CiAZn. The linear dimension reduction scheme aims to find the
matrix UARD�d that projects samples from the high-dimensional
space RD to a low-dimensional subspace Rd and achieve succinct
representations Y ¼UTX ¼ ½y1; y2;⋯yN�ARd�N , where doD. In
general, the succinct represents Y is very helpful in improving
the classification results.

Under the patch alignment framework (PAF) [54], we have a
convenient way to encode an assumption of the low-dimens-
ional sub-manifold. PAF builds a local patch Xi ¼ ½xi; xi1 ; :::xik1 ;
xi1 ; :::; xik2 �ARD�ðk1 þk2 þ1Þ by utilizing an arbitrary sample xi and its
k1 closest intra-class samples xi1 ; :::; xik1 and k2 closest inter-class
samples xi1 ; :::; xik2 . Thus, the corresponding low-dimensional
representation is Yi ¼ ½yi; yi1 ; :::yik1 ; yi1 ; :::; yik2 �ARD�ðk1 þk2 þ1Þ. Then
the optimized objectives of patches are integrated into a whole
one. Thus, in our new scheme, there are two aspects to consider
for the estimated manifold: (1) the local geometric structure of the
intra-class samples is preserved as much as possible; and (2) the
margin between the inter-class samples is maximized.

2.1. Local geometric structure preservation

The information of intra-class local geometric structures is
meaningful for classification. We have obtained inspiration from
the cosine similarity which is wildly used in information retrieval
[21]. Thus, the structure of intra-class local geometric can be

Fig. 4. The framework of Sparse Discriminative Information Preservation for Chinese character font categorization. This scheme contains the following four main
components: (1) using Harris corner detector to find the interesting point on the text block images; (2) applying local binary patterns to represent the local geometric
structure of the region around interesting points; (3) training Sparse Discriminative Information Preservation projection matrix by using labeled samples; and (4) classifying
the SDIP projected samples.

Table 1
Important notations used in this paper and their description.

Notation Description Notation Description

X High-dimensional robust visual feature vectors k1 Number of closest intra-class samples
Y Achieved succinct representations k2 Number of closest inter-class samples
D Dimension of original feature vectors β Scaling factor
d Reduced dimension LGðiÞ Representation of local geometric structure preservation
N Size of the feature vectors X LMðiÞ Representation of discriminative information preservation
Ci Class label η Trade-off parameter
Xi Local patch λ Trade-off parameter
Si Selection matrix U Projection matrix
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preserved according to

GðyiÞ ¼ ∑
k1

j ¼ 1
:yi�yij jj2ðwiÞj: ð1Þ

The weight factor ðwiÞj can defined as

ðwiÞj ¼
xTi xij

:xi: U:xij :
if xij ANk1 ðxiÞ;

0 otherwise:

8<
: ð2Þ

We further deduce (1) to

GðyiÞ ¼ tr

ðyi�yi1 ÞT
⋮

ðyi�yij ÞT

2
664

3
775diagðwiÞ½yi�yi1 ;…; yi�yij �

8>><
>>:

9>>=
>>;

¼ trðYGðiÞLGðiÞY
T
GðiÞÞ; ð3Þ

where

LGðiÞ ¼
�eTk1
Ik1

" #
diagðwiÞ½ �ek1 Ik1 �;

ek1 ¼ 1;⋯;1
zfflfflffl}|fflfflffl{k1
2
64

3
75
T

;

Ik1 ¼ diag 1;⋯;1
zfflfflffl}|fflfflffl{k1

0
B@

1
CA; and

YGðiÞ ¼ ½yi; yi1 ;⋯; yik1 �

2.2. Discriminative information preservation

In most supervised manifold learning schemes, discriminative
information plays a critical role. Note that the dimension reduction
always brings out variations in the original distribution. Therefore,
ignoring the inter-class local geometric structures intentionally will
benefit the preservation of intra-class geometric structures. In our SDIP
design, we consider to define the margin is the square of the distance
between the center of the inter-class and the center of the intra-class.

MðyiÞ ¼
1

k1þ1
yiþ ∑

k1

j ¼ 1
yij

 !
� 1

k2
∑
k2

p ¼ 1
yip

�����
�����
2

¼ trðYMðiÞmimT
i Y

T
MðiÞÞ

¼ trðYMðiÞLMðiÞY
T
MðiÞÞ; ð4Þ

where YMðiÞ ¼ ½yi; yi1 ;⋯; yik1 ; yi1 ;⋯; yik2 �, LMðiÞ ¼mimT
i , and

mi ¼ 1
k1 þ1ð Þ ⋯ 1

k1 þ1ð Þ

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{k1 þ1

� 1
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⋯ � 1
k2

zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{k2
2
664

3
775
T

:

2.3. From part optimization to whole alignment

In part optimization stage, we have the optimizing objective in
a local patch and can be written as

arg min
yi

ðGðyiÞ�βMðyiÞÞ ð5Þ

where β is a scaling factor to combine different motivations, and
0rβr1.

Under the PAF, the low-dimensional representations Yi can be
integrated into a new coordinate. This stage can be realized by
using a selection matrix SiARN�ðk1 þk2 þ1Þ. The low-dimensional
representations of the local patch Yi can be achieved by

Yi ¼ YSi: ð6Þ

Thus, we define the selection matrixes as

ðSGðiÞÞpq ¼
1; If p¼ FG ið Þfqg;
0 else:

�
ð7Þ

ðSMðiÞÞpq ¼
1; If p¼ FMðiÞfqg;
0 else:

�
ð8Þ

where FGðiÞ ¼ fi; i1;⋯; ik1 g and FMðiÞ ¼ fi; i1;⋯; ik1 ; i1;⋯ik2 g are the
index sets. According to (7) and (8), the optimizing objective in a
local patch can be rewritten as

arg min
Yi

ðGðyiÞ�βMðyiÞÞ

¼ arg min
YGðiÞ ;YMðiÞ

ðtrðYGðiÞLGðiÞY
T
GðiÞÞ�βtrðYMðiÞLMðiÞY

T
MðiÞÞÞ

¼ arg min
Y

ðtrðYSGðiÞLGðiÞSTGðiÞYT Þ�βtrðYSMðiÞLMðiÞS
T
MðiÞY

T ÞÞ ð9Þ

In whole alignment stage, all the part optimizations defined
in (9) over all samples are summed over to integrated into the
whole alignment objective function as

arg min
Y

∑
N

i ¼ 1
ðtrðYSGðiÞLGðiÞSTGðiÞYT Þ�βtrðYSMðiÞLMðiÞS

T
MðiÞY

T ÞÞ

¼ arg min
Y

tr Y ∑
N

i ¼ 1
ðSGðiÞLGðiÞSTGðiÞÞ�β ∑

N

i ¼ 1
ðSMðiÞLMðiÞS

T
MðiÞÞ

 !
YT

 !

¼ arg min
Y

trðYLYT Þ; ð10Þ

where L¼∑N
i ¼ 1ðSRðiÞLRðiÞSTRðiÞÞ�β∑N

i ¼ 1ðSMðiÞLMðiÞS
T
MðiÞÞARN�N is the

alignment matrix.

2.4. Reconstruction error minimization

Although the discriminative information has been well mod-
eled in (10), reconstruction error is not directly considered in SDIP.
It is worth emphasizing that reconstruction error is as small as
possible, because it will preserve the prior information of the data
distribution.

PCA can achieve the subspace which has the projected direc-
tion of largest variance. We aim to minimize the divergence
between the subspace of PCA and the objective subspace. For
given a low-dimensional representation P obtained by PCA, we can
restrict the objective representation Y according to

arg min
Y

:P�Y:2: ð11Þ

The objective incorporated with the reconstruction error mini-
mization can be written as

arg min
U

trðUTXLXTUÞþη:P�UTXjj2; ð12Þ

2.5. Sparsity penalty term

The objective (12) can acquire a projection matrix U in which
elements are all (or most of) non-zero. In Chinese character font
categorization, the feature dimension is greater than the size of
labeled samples in general. Thus, by introducing L1-norm of the
projection matrix, we can control the model complexity. The
whole objective function can be written as

arg min
U

trðUTXLXTUÞþη:P�UTXjj2þλ:Ujj1: ð13Þ

2.6. Solution for Sparse Discriminative Information Preservation

In order to achieve the objective solution, we transform (13) to
the standard quadratic form with the L1-norm penalty. It can be
easily solved by using the least angle regression (LARS). We further
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deduce (13) to

arg min
U

trðUTXLXTUÞþη:P�UTX:2þλ:U:1

¼ arg min
U

trðUTXLXTUÞ

þηtrððP�UTXÞðP�UTXÞT Þþλ:U:1

¼ arg min
U

trðUTXðLþηIÞXTU�ηPXTU�ηUTXPT Þþλ:U:1

¼ arg min
U

tr UTX
1
η
Lþ I

� �
XTU�PXTU�UTXPT

� �
þ λ

η
:U:1

¼ arg min
U

trAþ λ

η
:U:1; ð14Þ

A¼UTX
1
η
Lþ I

� �
XTU�PXTU�UTXPT : ð15Þ

We can conduct standard eigenvalue decomposition on
ð1=ηÞLþ I, because the alignment matrix L is symmetric. Thus, we
get

1
η
Lþ I ¼ BdiagðΛiÞBT ¼ BΛBT ; ð16Þ

where B is the eigenvector matrix, Λi is the ith eigenvalue, and
Λ¼ diagðΛiÞ is the diagonal eigenvalue matrix.

Substituting (16) back into (15), we get

UTX
1
η
Lþ I

� �
XTU�PXTU�UTXPT

¼UTXðBΛ1=2ÞðΛ1=2BT ÞXTU�PðBΛ1=2ÞðBΛ1=2Þ�1XTU

�UTXðBΛ1=2ÞðBΛ1=2Þ�1PT : ð17Þ

By using (17), we further deduce (14) to

arg min
U

trAþ λ

η
:U:1

¼ arg min
U

:ðBΛ1=2Þ�1PT �ðΛ1=2BT ÞXTU:2

�trðPðBΛBT Þ�1PT Þþ λ

η
:U:1 ð18Þ

The constant item trðPðBΛBT Þ�1PT Þ can be ignored. We get a
new objective function

arg min
U

:ðBΛ1=2Þ�1PT �ðΛ1=2BT ÞXTU:2þ λ

η
:U:1

Fig. 5. Some typical samples from our dataset. There are same-poem samples which belong to different Chinese font category. There is a category label below the
corresponding text block image.
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¼ arg min
U

:P̂� X̂U:2þ λ

η
:U:1; ð19Þ

where P̂ ¼ ½ðBΛ1=2Þ�1PT � ¼ ½p1; p2;⋯; pd�ARN�d, X̂ ¼ ðΛ1=2BT ÞXT A
RN�D, and U ¼ ½u1;u2; :::ud�ARD�d. We can rewrite (19) to

arg min
U

:P̂� X̂U:2þ λ

η
:U:1 ¼ ∑

d

i ¼ 1
arg min

ui
:p̂i� X̂ui j2þ

λ

η
:ui:1

����
�� �

:

�
ð20Þ

Thus, in order to obtain the optimal solution of ui, we can use
LARS [11] to solve (20).

3. Experimental results

We collected some samples to create a dataset that includes 25
most popular Chinese character fonts. The contrastive experiments
were conducted for different schemes on the dataset and the
associated results were illustrated to demonstrate the effective-
ness of the new proposed SDIP.

For each text block image, the LBP features are extracted from
regions on interesting points. We measure the performance of our
scheme by applying the average accuracy for each Chinese font
category. In order to further better understanding of where the
method fails, we use the confusion matrix to express the results of
Chinese font categorization. The experimental setup and perfor-
mance evaluation will be shown in greater details later.

3.1. Dataset

As to our knowledge there is no available public dataset for
Chinese font categorization. The dataset for evaluation of Chinese
font is created as follows. First, we collect 40 Tang poems and edit
these materials in Microsoft Word software with different font
category. Second, we use A4 papers to print them and use scanner
to scan the papers and save then in JPG format. Third, we convert
the JPG image into gray scale image and align the gray scale image
by Hough transformation. In our creation processing, 25 Chinese
font categories are considered, i.e., Hei, YaHei, XiHei, YueHei,
MeiHei, YaYuan, XingKai, Kai, FangSong, Song, ZhongSong, ZongYi,
HuoYi, CuQian, GuangBiao, HuangCao, HuPo, LingXin, Shu, WeiBei,
XinWei, YaoTi, YouYuan, LiShu, ShuangXian. Fig. 5 shows the
partial samples of 25 Chinese font categories.

In our experiment, we randomly select p¼20 and p¼30
samples per font category respectively to train SDIP, while the
remaining samples ps¼20 and ps¼10 are used as the test data. The
process was repeated 10 times, and then the average accuracy is
reported. In addition, we chose their original parameter settings
[6,48,57] for the methods compared in our paper.

3.2. Feature descriptor

Text block images are processed as follows to obtain the feature
descriptors. First, we utilize Harris corner detector to achieve the
interesting points on each text block image. Second, we count for
the uniform binary patterns [28] on the interesting points for a
text block, and then we get a histogram of uniform binary
patterns. Third, we normalize histogram and set the normalized
histogram as the font feature. Thus, each dimension indicates
frequency of the uniform binary patterns. In our experiment, we
use LBPu2

8;1 and LBPu2
16;2 (LBPu2

P;R, u2 means utilizing uniform operator
and the maximum transitions number is 2. P is the pixel number in
the neighbor set, R is the radius). The dimension number of LBPu2

8;1
is 59 and that of LBPu2

16;2 is 243. Finally, LBPu2
8;1 and LBPu2

16;2
representation are concatenated as a new font feature vector.

3.3. Baselines and performance evaluation

This section evaluates the performance of SDIP by comparing it
with five representative algorithms, including principal compo-
nent analysis (PCA) [17], sparse PCA (SPCA) [27,57,58], linear
discriminant analysis (LDA) [12], supervised LPP (SLPP) [4,6] and
Marginal Fisher's Analysis (MFA) [48]. Each algorithm selected has
its own relative merits. PCA is an unsupervised algorithm and
familiar with us for its wide usage. SPCA is a sparse learning
version of PCA. LDA, SLPP and MFA are supervised algorithms.
Before conducting LDA, SLPP, DLA and SDIP, the PCA projection is
applied as a first stage. We need to take note of the several points
as follows: (1) if the dimensions of the original features are much
larger than the dimensions of training samples in LDA [12], we
conduct PCA to retain N�C dimensions in order to ensure that
within-scatter matrix Sw is non-singular, where N is size of
training samples, C is number of classes; (2) according [48], we
retain N�C dimensions to ensure that XðDp�WpÞXT is non-
singular; (3) considering the acceleration of the learning process,
we retain N�1 dimensions in SLPP and SDIP by utilizing PCA. In
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Fig. 6. We compare SDIP with PCA, SPCA, LDA, SLPP and MFA on two different training datasets: (a) 20 samples of each category for training; and (b) 30 samples of each
category for training.
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addition, we use the Nearest Neighbor (NN) classifier in the
classification stage. All experiments were conducted 10 times,
and then we calculated the average recognition rates for real
justice to compare different schemes.

3.4. Experimental results and analysis

In Fig. 6 and Table 2, we compare the proposed SDIP with PCA,
SPCA, LDA, SLPP and MFA on our dataset. The average recognition
rate is computed on two different training setting and varied with
the number of the reduced dimensionalities. The dimensions of
LDA subspace are C�1, i.e., 24, and the dimension of other
algorithms subspace is 50. It can be observed that SDIP outper-
forms the others in terms of average recognition rates. In addition,
the average recognition rate of SDIP has risen faster than other
algorithms. It shows that the lasso penalty does select the most
valuable LBP descriptors for CCFC.

Fig. 7 depicts the classification confusion matrix of SDIP for one
test split. We can convenient observe the right result of classifica-
tion for individual categories arranged along the diagonal. In
addition, it deserves our attention that confusions occur between
Kai and YouYuan.

The main observations from the experiment of CCFC can be
summarized as follows: (1) SDIP, SLPP and MFA are promising in
the situation of SSS, because they consider the local geometric
information in own way. LDA becomes useful with the increase of
training samples. In short, supervised schemes considered the
class label information are superior to PCA and SPCA. (2) We
compare the proposed SDIP with baselines in terms of average
accuracy on the different dimension. It can be concluded that the
SDIP is helpful for improving the accuracy of Chinese font
categorization. This can be explained by the sparsity of SDIP

projection matrix. If the number of classes is much less the
number of features, the sparsity can be viewed as a regularization
term to guarantee the robustness of the projection matrix.

4. Conclusions

We have presented a new dimension reduction method
termed Sparse Discriminative Information Preservation (SDIP)
for Chinese character font categorization. Under the PAF frame-
work, SDIP construct a new sparse learning dimension reduc-
tion tool by considering the balance between the local
geometric information of the intra-class samples and the
margin between the inter-class samples. In addition, consider-
ing preserve the prior information of the data distribution will
facilitate classification, the reconstruction error is also consid-
ered in our new design model. By using a series of mathema-
tical transformations, the whole objective function of SDIP can
be viewed a lasso penalized least squares problem and resolved
by using the least angle regression (LARS).

In comparison to the frequent dimension reduction algorithms,
the proposed SDIP has shown many attractive and competitive
properties for Chinese character font categorization.
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Table 2
Best average recognition rates of six algorithms on different training datasets.

Training set PCA LDA SLPP SPCA MFA SDIP

20 Samples 0.845 (50) 0.857 (24) 0.889 (29) 0.845 (49) 0.901 (33) 0.916 (42)
30 Samples 0.855 (45) 0.918 (24) 0.922 (30) 0.858 (46) 0.916 (43) 0.930 (47)

Fig. 7. SDIP classification confusion matrix. We randomly select p¼30 samples per font category for training, while the remaining samples are used as the test data. The NN
classifier is used for recognition.
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